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Abbe diffraction limit has always been an important
subject in conventional far-field focusing and imaging sys-
tems, where the resolution of an image is usually limited
to 0.5λ∕NA. Recently, the studies of the optical super-
oscillation lens (SOL) enable us to break the limitation
in both theory and practice successfully. Here a genetic
algorithm was introduced to design the SOL phase more
controllably and precisely obtain much better focusing
such as the focal spot with 0.105λ∕NA (or 79.0% minifi-
cation) in the simulation and 65.5% minification in the
experimental demonstration. This technique is of great sig-
nificance in advanced optical lithography or biology
microscopy, because it promises non-invasive unlabelled
imaging from the far field. © 2019 Optical Society of America

https://doi.org/10.1364/OL.44.001035

In most cases, the resolution of far-field imaging is determined
by the wavelength λ of the illuminating light due to the diffrac-
tion limit [1]. Theoretically, the width of a focal spot is calcu-
lated by the formula Δx � 0.5λ∕NA, where NA is the effective
numerical aperture of the imaging system [2]. Generally, the
best achievable resolution is around 200 nm for visible light,
which makes far-field imaging limited in nanotechnology such
as microscopy and optical lithography. Therefore, it is always
significant to find a way to break the Abbe diffraction limit in
far-field focusing and imaging. In the past few decades, several
valid techniques have been developed such as near-field imag-
ing based on detecting an evanescent-wave [3–7] and the im-
aging requiring fluorescent labeling [8–12]. However, these
kinds of methods are not usually easy to be applied because
of the stringent proximity restrictions and heavy needs for
pre-labeling [13]. Other previous research has found that
a super-oscillation lens (SOL) could make far-field super-
resolution possible by modulating the amplitude and phase
of incident light periodically [13–17]. Usually, a lot of param-
eters need to be figured out to design a suitable SOL [18,19],
which was a troublesome process and needed a great amount of
calculation.

In computer science and operation research, the genetic al-
gorithm (GA) was commonly used to generate high-quality sol-
utions for optimization by relying on bio-inspired operators
such as mutation, crossover, and selection. In this Letter, we
broke the diffraction limit by a feedback-based wavefront
phase-shaping method [20], as the SOL suggested. The effi-
cient GA enabled us to find the optimal results in such a com-
plex situation in relatively short time. We observed ideal shrink
effects of focal spots such as 0.105λ∕NA (or 79.0% minifica-
tion) in the simulation and 65.5% minification in the exper-
imental demonstration. According to the simulation, the width
of the focal spots could be only dozens of nanometers. Besides,
a GA-designed SOL is very easy to fabricate, controllable for
various applications and robust to the complex environments.
Hence, this technique provides a possible way to make progress
in these applications.

According to the Fresnel–Kirchhoff diffraction theory, the
conventional image function is calculated by the Fraunhofer
diffraction formula [21]:
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where (ρ, φ) is the polar coordinates of a typical point in the
aperture, and (w, θ) is the coordinate of the point P in the
diffraction pattern. The amplitude distributions of the focal
spot with a SOL can be expressed as
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where eiψ�ρ,φ� is phase shaping due to the phase mask in a SOL.
A simple phase mask was designed as a 1-D modulation

mask, where the phases were discrete radial variable in polar
coordinate. Therefore, the additional item eiψ�ρ,φ� in the
Fraunhofer diffraction formula could be simplified as eiψ�ρ�.
Different phases were distributed like rings with the same
width, as shown in Fig. 1(a). Each concentric ring was linked
to a specific gray value ranging from 0 to 2π with the interval of
0.01. The mask provided a phase type modulation of the in-
cident light, and the modified light was focused by a normal
lens afterward, as shown in Fig. 1(b).
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Sacrificing central focal intensity (CFI) is indispensable
when a SOL is used [13,18]. In this Letter, different CFIs were
preserved to obtain a different focusing quality, which was de-
fined as CFI � I s�0, 0�

I o�0, 0�, where I s�0, 0� was the intensity of the
(0,0) coordinate on the focal plane under SOL masks, and
I o�0, 0� was the intensity without phase masks. Here the
parameter CFI was fixed to be 0.1%, 1%, and 10%. The fo-
cusing efficiency of energy (FEE) was also defined to present
the energy ration in the super-oscillatory focal spot. The full
width at half-maximum (FWHM) was applied to define the
size of the focal spot. The shrink factor η was calculated at
the same time to illustrate the optimization efficiency, which
equaled the ratio of the decrease of FWHM to the original
FWHM. The simulation to realize the process of GA included
selection, crossover, and mutation [20]. The latter generation
would generally do better than the former, which indicated an
optimization process.

The iteration number of the process was set as 1000 during
the simulation. The phase masks with different numbers of
rings (20 or 40) were applied. We generally set the size of
the field of view on the image plane to be 2λ∕NA. Some typical
simulation results were shown in Table 1 and Fig. 2.

It is clear that the focal spots became dimmer and smaller
with the decrease of the CFI, as shown in Table 1. For the mask
with 20 rings, the FWHM decreased from 0.300 to
0.130λ∕NA with the CFI decreasing from 10% to 0.1%.
For the mask with 40 rings, the FWHM decreased similarly
from 0.274 to 0.105λ∕NA, as expected. Furthermore, with
the phase modulation becoming finer, which means the num-
ber of rings increased, the focal spots could get smaller after
optimizations. For example, the FWHM decreased from
0.130 to 0.105λ∕NA with a fixed CFI of 0.1%.

It is worth mentioning that even though we achieved focal
spots with widths 0.105λ∕NA, the trade-off of sacrificing cen-
tral intensity was so much that the focal spots were hardly seen
compared to the sidebands [Figs. 2(a) and 2(d)]. Under this
circumstance, the influence of sidebands needed to be elimi-
nated for further applications.

Theoretically, there is no limitation value of the minifica-
tion, since we could always decrease CFI to obtain a smaller
spot until the CFI becomes zero.

The experimental demonstration based on GAwas also real-
ized in this Letter. The setup is illustrated in Fig. 3. The light
source was a continuous-wave laser at the wavelength of
532 nm (MGL-III-532nm-50mW-18111845). A half-wave
plate and a Glan–Taylor polarizer were used for polarization
and power control. Phase-shaping masks were applied by
a spatial light modulator (SLM). The SLM had a resolution
of 1920 × 1080 pixels, each with a rectangular area of

Fig. 1. (a) Phase mask, eight rings. The gray value represents specific
phase shaping ranging from 0 to 2π with the interval of 0.01.
(b) Diagrammatic sketch of the process of super-focusing with a phase
mask.

Table 1. Parameters of Focal Spots After Optimization

Rings CFI FEE FWHM (λ∕NA) Shrink η

20 0.1% 1.25 × 10−4 0.130 74.0%
20 1% 3.71 × 10−3 0.209 58.2%
20 10% 0.061 0.300 40.0%
40 0.1% 1.01 × 10−4 0.105 79.0%
40 1% 2.72 × 10−3 0.170 66.0%
40 10% 0.054 0.274 45.2%

Fig. 2. Intensity distribution of super-focusing under different
masks. (a)–(c) 20-ring mask, focal spot preserves 0.1%, 1%, and
10% intensity, respectively; (d)–(f ) 40-ring mask, focal spot preserves
0.1%, 1%, and 10% intensity, respectively.

Fig. 3. Experimental setup for a SOL. λ∕2, half-wave plate; L123,
lens; f 123 � 50, 500, and 1100 mm, respectively; M, mirror; SLM,
spatial light modulator; diameter of circular aperture d � 5 mm.
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9.26 μm × 9.26 μm. The focal spot was imaged on a multi-
spectral two-channel charge-coupled device (CCD) camera
(MER-131-210U3MC) connected with the computer. The
CCD camera had a resolution of 1280 × 1024 pixels, each with
a rectangular area of 4.65 μm × 4.65 μm. We particularly used
a small NA (2.27 × 10−3) imaging system and a beam expansion
system to make the focal spot suitable for CCD detection.

The FWHM of the spot captured by the CCD was recorded
and served as a feedback to optimize the SLM phase mask. A
GA was applied to realize the optimization for its robustness to
the noisy environments [20]. Typically, the 40-ring mask was
applied in the experimental demonstration, since it was ex-
pected to bring us a better focusing result compared to the
20-ring mask, according to the simulation. It is worth mention-
ing that the width of each ring was much larger than the wave-
length of the incident light so that the additional diffraction was
negligible. The original focal spot with a normal lens s shown in
Fig. 4(b). Accordingly, the intensity-radius (parallel to x axis)
graphs are obtained [Fig. 4(a)]. In the theoretical analysis,
λ � 532 nm, and NA � 2.27 × 10−3, which gave a diffraction
limited spot size of 117.0 μm. In reality, the focal spot had a
slightly larger width of 134.9� 4 μm under the experimental
setup, which is acceptable and similar to some previous works
on super-focusing [22].

At the first of the optimization, random phase masks were
applied to reshape the wavefront of the incident light. The
central focal spot intensity at one single CCD pixel was re-
corded and fixed to preserve 1% or 10% intensity (CFI ∼ 1%,
CFI ∼ 10%). After several iterations of the GA, the focal spots
with a much smaller width were obtained. The Intensity-radius
(parallel to x axis) graphs and the optimized focal spot images
were shown in Fig. 5. Accordingly, the final optimized FWHM
were estimated to be 46.5 and 74.6 μm, under the different
conditions where the CFI was 1% and 10%, respectively.

The shrink factor η was detected with the iteration number
during the optimization. As expected, η increased generally
with the generation number until saturation. Typical η in
our experiment was estimated to be 65.5% and 44.7% with
different CFIs after nearly 300 generations. A summary of
the experimental results is shown in Table 2.

When the CFI was 1%, FWHM of the optimized focal spot
was 46.5 μm, according to our experimental results. As for the
simulation results, the FWHM of the optimized focal spots was
39.8 μm (0.170λ∕NA) under the same focusing condition
(λ � 532 nm, NA � 2.27 × 10−3, CFI ∼ 1%, 40 rings).
Basically, these two foci were comparable, and the deviation

between them was acceptable [Fig. 5(a)]. Besides, as expected,
the first-order sideband was much brighter than the focal
spot as shown in Fig. 5(b). The focal plane images shown
in Figs. 5(b) and 2(e) were almost identical, indicating that
the experimental results were in good agreement with the
theoretical studies.

When the CFI was 10%, the experimental results were as
good as the simulation claiming, too, as shown in Fig. 5(c). The
theoretical FWHM of the optimized focal spot was 64.1 μm
(0.274λ∕NA) and the detected FWHM was 74.6 μm under
the experimental setup. The sidebands also coincided with
the theoretical results [Figs. 5(d) and 2(f )]. The location, width,
and light intensity of the first-order sideband were all in agree-
ment with the simulation results, which strongly prove the
validity of the theoretical designs.

Under this circumstance, other promising experimental
focusing results could be expected when we fix different
CFIs. However, due to a lack of detectors with high resolution
and sensibility, it was temporarily hard to accomplish the ex-
periment with the CFI below 1%.

Furthermore, when a 40-ringsmask was applied, the shrink
factor η was 65.5% or 44.7% with fixed CFIs of 1% or 10%,
respectively, in the experiments. The relative values of η were
66.0% and 45.2%, respectively, in the simulation. The best
simulation result of 79.0% with a fixed CFI of 0.1% was
not obtained in experiments due to the experimental deficien-
cies discussed above, including the limitation of detecting pre-
cision and the drawback that the GA cannot get a global
maximum.

Fig. 4. (a) Light intensity distribution and FWHM of the original
focal spot without a phase mask and (b) image of original focal spot
without phase masks.

Fig. 5. Theoretical (red) and experimental (blue) light intensity dis-
tribution of the focal spot under a 40-ring phase mask with different
CFIs. The light intensity was normalized. (a) and (b) CFI was fixed to
be 1%; (c) and (d) CFI was fixed to be 10%.

Table 2. Parameters of Focal Spots

Mask CFI FWHM (μm) Theoretical FWHM (μm) Shrink η

Origin / 134.9 117.0 /
Mask 1% 46.5 39.8 65.5%
Mask 10% 74.6 64.1 44.7%

Letter Vol. 44, No. 4 / 15 February 2019 / Optics Letters 1037



It is worth mentioning that the goal of our experiments
was to demonstrate that the focal spot could be shrunk at
the theoretical minification and break the Abbe diffraction
limit. Therefore, a small NAwas used in the experimental setup
to make the focal spot discernible. We did not try to obtain a
much smaller focal spot whose width was a few tens of nano-
meter with a larger NA. However, there is every reason to be-
lieve that one could expect such a smaller focal spot for further
study, once the experimental setup with a large NA approach-
ing 1 was applied.

In conclusion, inspired by the previous studies of a SOL,
we introduced the GA and designed a phase modulation to
make further development of the study. With the decrease
of the CFI and adding radial variables of phase masks, the
focal spots could get much smaller. The smallest FWHM
of the focal spots we achieved was only 0.105λ∕NA (or
79.0% minification), which meant that the width of focal
spots could be only dozens of nanometers. In experiments
a focal spot with 46.5 μm FWHM was obtained (65.5% min-
ification). As discussed above, better results could be expected
through overcoming the drawbacks of the limitation of
detecting precision and achieving an optimal algorithm. For
example, we could realize the simulation results when the
CFI was under 1% with the help of a more acute and sensitive
detector. Then a perfect focal spot with several or tens of
nanometer width could be expected.

Besides, there are some other prospective works for future
study. Other optical parameters such as polarization and am-
plitude could be added into the feedback-based wavefront shap-
ing. Theoretically, it is possible to obtain a better super-
focusing result from the far field with multiple modulations
of wavefront, which means that the feedback-based wavefront
shaping method has a promising application in far-field super-
focusing and imaging, especially for the systems with random
interferences and inevitable deficiencies.
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